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Abstract—Distributed Systems are an essential part of today’s
modern infrastructure and underlie many critical systems
and services. Given their criticality, we need tools to assess
and improve their reliability which is commonly achieved
by subjecting the systems to faults and observing whether
their behavior still matches the specification. Unfortunately,
the complexity of distributed systems, composed of different
components that can fail in unpredictable ways, either due to
internal faults, unexpected interactions among the components,
or between them and the environment, makes assessing reli-
ability extremely challenging. State-of-the-art tools are either
system-specific (e.g.: PACE), and thus not broadly applica-
ble, or rely on randomized fault injection which hampers
reproducibility (e.g.: Chaos Engineering). In this Ph.D., we
plan to research and develop novel tools and techniques for
assessing the robustness of distributed systems that are black-
box, efficient, and reproducible by leveraging recent advances
in Linux kernel observability and process control.

1. Introduction

Distributed systems are at the core of our modern digital
society and power many of the services and infrastructures
we rely on a daily basis. Unsurprisingly, when those systems
fail, the result is failures and losses that can lead to large
losses in revenue to organizations [1]. Outages occur more
often than we think, and for different reasons. To mention
just a few, these can be due to natural phenomena such as
heat waves [2] and lightning strikes [3], human error [4], or
even unpredictable bugs in the software [5]. It is therefore of
the utmost importance to have tools and techniques to assess
the reliability of distributed systems. Previous work [6] has
demonstrated how software-based fault injection tools have
evolved to achieve fault representativeness, efficiency, and
usability, proving that they are a powerful tool for assessing
distributed systems’ reliability. While conceptually simple,
in practice fault injection is extremely complex in part due to
the inherent complexity and heterogeneity of distributed sys-
tems. Distributed systems’ complexity stems from different
reasons, for example, the complex nature of the algorithms
they employ on uncontrollable environments such as the
network and the physical hardware, which leads to non-
deterministic behavior. Their heterogeneous nature stems
from the fact they employ multiple different frameworks
and libraries, which have distinct dependencies and rely on

different software. These two characteristics make assessing
the reliability of these systems extremely hard since there
are vast amounts of possibilities as to where faults can
appear, not only in the components themselves but in the
interactions between them and with the environment.

Therefore, a lot of tools focus on specific compo-
nents [7], [8], [9], [10], [11], [12], [13], [14], [15]. However,
faults may depend on multiple components which make
these tools not the best to access highly heterogeneous
systems. One approach that has become popular among
leading IT companies is Chaos Engineering [16] which
creates experiments that randomly inject faults into the pro-
duction system and evaluate several key metrics. However,
its randomized nature which does not depend on the system
state, makes it hard to reproduce and often understand the
underlying cause. Given the current limitations of the state-
of-the-art, our main goal is to develop tools and techniques
that meet three main criteria. First, it must be reproducible,
allowing developers to inject faults based on the system
state rather than at random or based for instance on time,
and hence allow to precisely understand and reproduce the
conditions that led to the failure. Second, it must treat the
system as a black-box, so that it can be applied to any system
without requiring system-specific implementations. Third, it
must be efficient to not substantially hinder system perfor-
mance, and hence potentially hiding faults that depend for
instance on specific interleavings. To achieve this goal, we
will leverage recent advances in Linux kernel observability
and process control, namely eBPF [17]. eBPF provides a
safe way to monitor the system state with minimal overhead.
It is safe because all the programs must pass through the
eBPF verifier, and at the same time application agnostic
since it does not depend on what application is running.
Based on these primitives, we plan to research and develop
techniques for efficiently building and maintaining the ap-
plication state and, based on it, allow the developer to inject
faults at arbitrary system states.

2. Overview

We now discuss the key ideas to achieve our goal
of building a reproducible, black-box, and efficient fault-
injection tool. We envision two main components: System
Tracing and Fault Injection.

System Tracing. One of the main challenges of our
approach is to efficiently collect information related to the



different aspects of the system state, such as network, disk
I/O, memory, threading, etc. We intend to leverage eBPF to
achieve this. eBPF provides multiple ways to observe the
kernel with mechanisms such as kprobes, kretprobes
and tracepoints which enables the user to run user-
written code when a certain kernel function, or a certain
event happens in the system. It also provides uprobes
and uretprobes, which allow to hook into userspace
programs and run user code at certain function invocations.

At the network level, we can precisely track things such
as active connections and network usage at specific times,
among others. At the disk level, we can trace the latency of
I/O operations, how much I/O processes are doing, as well
as the cache miss/hit ratios. System calls are another major
point of observation, which offers us the ability to track
process and thread lifecycles, among others. This plethora
of information allows us to precisely track process state and
construct a deterministic state at any point in time. Because
this state can quickly balloon to a very large size, we will
also research techniques to efficiently represent the process
state.

Fault Injection. For fault injection, we aim to leverage
the primitives discussed above but rather than tracing we
plan to skip the behavior of certain system calls which
allow us to model and emulate a large class of faults and
failures. We also aim to model resource constraint faults
and gray faults (faults that may lead to gray failures) which
are essential to assess the reliability of performance sensi-
tive systems, among others. To this end, we will leverage
cgroups (control groups) functionalities which allow us to
group processes and limit their resource usage in different
aspects such as file system cache, I/O bandwidth limit, CPU
quota limit, or CPU set limit. These faults can be triggered
based on the state of the system, as dictated by the System
Tracing component. This enables a vast and diverse set of
faults and scenarios, such as: limiting the CPU quota of a
machine after a process reaches a certain state to emulate
a noisy neighbor, limit the I/O of a process after reading
a file from disk, to emulate a disk problem, dropping all
packets outward, when the system creates a certain amount
of threads to emulate a network partition when a protocol
reaches a certain stage, among many others.

While Tracing and Fault Injection can be done in kernel
space, the control logic is likely to reside in userspace. Given
that transitioning from one to the other is expensive, we will
research techniques to minimize the transitions needed.

3. Preliminary results

We have preliminary work and results on systems ob-
servability and control leveraging kernel functionalities.
More specifically, we have extended and redesigned Kol-
laps [18], a scalable network emulator, as follows. We have
replaced the existing monitoring system with a novel eBPF-
based system, specifically one based on socket filters [19],
and perf [20] resulting in a reduction in CPU usage up to
90%. Using kernel functionality, we can also inject faults in
the target system, such as packet loss or connection losses.

The resulting work is currently under submission. While
restricted to the network subsystem, this work allowed us
to gain intimate knowledge and experience with key tech-
nical and technological subjects and hence laid the basic
foundations for the work to be conducted during the rest of
the Ph.D.

4. Work to be done

Status: I am at the beginning (first year) of my Ph.D.
program, which is expected to last for four years.

During the first year and a half, we will research and
develop the System Tracing component, namely how to
efficiently represent information and bring it to userspace.
For the next eighteen months we will focus on the Fault
Injection component and for the final year we will develop
the interface and a domain-specific language to express the
experiments. Given that the work on the main components
is of independent interest, we plan to publish a paper on
each one of them, and a final paper describing the system
as a whole, evaluated using real industry-grade open-source
systems as target applications.

5. Related Work

We now present the current approaches to Fault Injection
in distributed systems.

Specific-system tools. PACE [11] is a crash exploration
framework. PACE explores correlated crash vulnerabilities
in distributed filesystems by systematically generating per-
sistent states that exist in the execution in the presence
of correlated crashes. Sieve [7], is an automatic reliability-
testing tool for cluster-management controllers. MEPFL [8]
is an approach for latent error prediction and fault localiza-
tion of microservice applications. FCatch [9] aims at auto-
matically detecting bugs, specifically, Time-of-Fault (TOF)
bugs, in cloud systems. CrashMonkey [10], automatically
simulates faults at different points of a given workload
and tests the correctness of the file system after each fault
injection. Peter Alvaro et al. [15], developed an approach
to fault injection called Lineage-driven Fault Injection. It is
based on the concept of data lineage, used in database liter-
ature. This lineage can be seen as the model of a particular
execution of a process Generic tools. Faultsee [21], is a
toolkit composed of (1) Faultsee Domain System Language
(FDSL), a configuration language based on YAML to con-
cisely describe the experiment, and (2) a Faultsee platform to
deploy and automatically execute the experiments specified
in FDSL. Jepsen [22] is research that makes analyzes of
real world and modern distributed systems and checks for
bugs with the usage of fault injection. Chaos Engineering.
Chaos Monkey [23], is a tool that randomly terminates
virtual machine instances and containers in a production
environment.
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